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In areas such as Information Retrieval, Pattern Recognition and Image Process-
ing, many data analysis problems contain computational kernels of the form

min
Ω

f (B C−D),

whereB, C, andD are matrices of sizem× k, k× n, m× n respectively,f (·) is
some cost function, andΩ the domain over which minimization performed. In this
kernel, constraints on one or bothB, C, can be specified or additional constraints
can be imposed. Moreover, the scale of these problems can be such that it becomes
of interest to explore the potential of high performance parallel or distributed com-
puting resources for their solution.

In this contribution we focus on an important special case of the aforemen-
tioned kernel, the Constrained Procrustes problem. We implement an iterative gra-
dient projection method for its parallel solution in synchronous and asynchronous
settings. We prove convergence of such asynchronous iterative schemes for a class
of matricesB, under different constraints onC. Our proof is based on appropri-
ately tailoring to this particular situation an Asynchronous Convergence Theorem
from [1]. In order to facilitate analysis in this case, gradient projection algorithms
are formulated to contain matrix-vector multiplications as their computational ker-
nel. We provide theoretical results and numerical evidence of the performance of
these algorithms and their application to other problems, and in particular to ap-
proximate Nonnegative Matrix Factorization.
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Our experiments are implemented and executed on a novel portable, interac-
tive problem solving environment consisting of scriptable class libraries [2]. This
environment is constructed out of freely available components, namely numeri-
cal libraries and communication frameworks, enhanced by our application-specific
code and could be used for developing arbitrary scientific applications over distrib-
uted computing platforms.
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